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There are two main approaches to classification problems: the loss function approach and 

the uncertainty set approach. The loss function approach is widely used in real-world data 

analysis. Statistical decision theory has been used to elucidate its properties such as 

statistical consistency. In the uncertainty set approach, a set expressing uncertainty of data 

is defined for each label from training samples. The best separating hyperplane between 

the two uncertainty sets is used as the decision function. Although the uncertainty set 

approach provides an intuitive understanding of learning algorithms, its statistical properties 

have not been sufficiently studied. In this talk, we show that the uncertainty set is deeply 

connected with the convex conjugate of a loss function. On the basis of the conjugate 

relation, we present that learning methods using appropriate uncertainty sets have good 

statistical properties such as statistical consistency. This is a joint work with Prof. A. Takeda, 

and Prof. T. Suzuki. 
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